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Abstract

Introduction. The Grid Connected Photovoltaic System comprises two fundamental con-
trol loops: an external loop responsible for overseeing the DC link voltage, and an internal
control loop that regulates the inverter current. The primary element of any control loop is
the proportional-integral controller and determining the appropriate gains for this control-
ler is a difficult issue.
Aim of the Study. The study aimed to adjust the gains of the PI controllers in both static
and dynamic irradiance scenarios for improving DC-link voltage by novel hybrid optimi-
zation method named Genetic Algorithm- Simulated Annealing and Genetic Algorithm-
Pattern search.
Material and Methods. In this paper we use two hybrid optimizations techniques called
Genetic Algorithm- simulated Annealing and Genetic Algorithm- Pattern Search to adjust
the gains of the PI controllers in both static and dynamic irradiance scenarios for impro-
ving DC-link voltage.
Results. Finally, this study presents comparison of DC-link voltage with six cases with
manual tuning of PI controller, as well as PI controller by Genetic Algorithm- simulated
Annealing, Genetic Algorithm- Pattern Search, Genetic Algorithm, Simulated Annealing
and Pattern Search. The comparison showed by using Genetic Algorithm-Simulated An-
nealing, peak overshoot in DC-link voltage is 829.3 V while peak overshoot in DC-link
voltage is 1 052 V when DC-link voltage is controlled by manual tuning of PI as well as
significant reduction in peak time and settling time in DC-link voltage.
Discussion and Conclusion. The results achieved to strengthen the DC-link voltage under
both static and dynamic irradiance conditions enable the sustaining of a constant DC-link
voltage, which is essential for grid-connected photovoltaic systems. The comparison
showed by using Genetic Algorithm- Simulated Annealing, peak overshoot in DC-link
voltage is 829.3 V while peak overshoot in DC-link voltage is 1 052 V when DC-link vol-
tage is controlled by manual tuning of PI as well as significant reduction in peak time and
settling time in DC-link voltage.
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Annomayus

Beenenne. dotoanekrpuieckas cucreMa, MOAKIIOUEHHAs K CETH, COCTOUT U3 JIBYX
OCHOBHBIX KOHTYPOB yNPaBJICHUS: BHEIIHEI'0 KOHTYpa, OTBEYAIOLIErO 32 KOHTPOJIb Ha-
MpsKEHHs B 3B€HE MOCTOSIHHOTO TOKA, ¥ BHYTPEHHETO KOHTYPA yIPaBICHUS, PETyIUpPY-
IOIIEro HanpspKeHne HHBepTopa. OCHOBHBIM JIEMEHTOM JTI000T0 KOHTYPA yIPaBICHUS
SIBISIETCS] TIPOTIOPIIMOHANBHO-HHTETpaidbHEIA peryisitop (ITU-perynsitop), HO mondop
COOTBETCTBYIOLIMX KO(Q(HUINEHTOB YCHIECHHS 3TOrO PEryIsTOpa SBISAETCS CIOXKHON
3aJ1aueH.

Heas nccaenoanus. Hactpouts kodddunuentsr ycunenns [1U-perynstopos npu
CTaTU4YECKOM U JMHAMHYECKOM OOIyueHHUH JUId yay4IleHHs] HaMpPsKeHUs B LENH T10-
CTOSTHHOTO TOKa C ITOMOIIBIO JBYX TMOPUIHBIX METOJOB ONTHMHU3AINH: «TCHETHUe-
CKHMH aJrOPUTM — UCKYCCTBEHHBIH OTKUI» U «TCHETUYECKUH aJrOpUTM — MOMCK 110
1abnoHy».

Marepuanbl U MeToabl. {1t HacTpoiikn kodpduuuentos ycunerus [11-peryrasropo
MY CTAaTUYECKOM U TMHAMUYECKOM OOTyUCHUH JUTS YIydIICHNS HAPSDKSHUS B LIETH 0~
CTOSIHHOTO TOKa MCIIONb30BalU JiBa THOPUIHBIX METOAA ONTHMHU3ALUH: «T€HETHYECKUil
AITOPUTM — UMHUTAIHS OTXKUTa» U «TeHETUUECKHH aITOPUTM — IMOUCK MO ITa0I0HY».
Pe3yabrarsl uccnegoBanus. CpaBHUIN HANPSOKEHUS B LENU IOCTOSHHOIO TOKA B Ie-
CTH CllyyasiX MCIOJNb30BaHUS py4dHO HacTpoiiku [IM-perymstopa, mpu HacTpolike
TIH-perynsaTopa ¢ MOMOIIBIO THOPUAHBIX METOJOB «TCHETUYECKHH aITOPUTM — UMUTA-
IS OTIKUTAY», «KTEHETHIECKUH alrOPHTM — IOKMCK IIA0IIOHOBY, TEHETHYECKOTO aITOPHT-
Ma, KMMHTALUK OTXKUTa U MOKCKa adioHoBy. CpaBHEHHE MOKa3aio, YTO HIPH HCIOIb-
30BaHUM THOPHIHOTO METOJa «T€HETHIECKUH aITOPUTM — HMHTANUS OT/KHTa» TTHKOBOE
3HAUCHHE HANPSDKEHMs B 1IEIU MOCTOSHHOIO TOKa cocTaBisaeT 829,3 B, a npu ynpasiie-
HHUHW HAIIPSHKEHUEM B LICNHU IOCTOSIHHOI'O TOKa C IMOMOIIBIO py'—lHOﬁ HaCTpOﬁKM ITHMKOBOC
MPEBBILIICHHE HANPSHKEHHS B LEMH IMOCTOSHHOTO Toka pocturant 1 052 B I1U, taxxe
HaOJIIOaeTCsl 3HAUUTENIbHOE YMEHBIICHHE BPEMEHH ITHKOBOTO HATPSDKEHHS M BPEMEHH
YPEryJIMpOBaHUs HAIIPSKEHNA B LU ITIOCTOAHHOI'O TOKA.

OOcyxaenne u 3akja0ueHue. [lomydeHHbIe pe3ynbTaThl MO YCHICHHUIO HAMPSKEHUS
B IL[CTIN TIOCTOSIHHOTO TOKA B YCJIOBHSIX CTQTHUECKOTO M JUHAMHYECKOTO OOIydeHHMs HO-
3BOJISAIOT OAJIPKUBATh TIOCTOSHHOE HANPSKEHUE B LIETIH [TOCTOSHHOTO TOKA, YTO BaXKHO
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JUtsl POTODIIEKTPUUECKUX CHCTEM, TOJKIIIOYCHHBIX K ceTH. CpaBHEHHE 1I0Ka3ajIo0, 4To IPU
UCIOJIb30BAaHUHM METO/Ia «TeHEeTHYECKUH aJIITOPUTM — UMHUTALUS OTXKUTa» TIHKOBOE Mpe-
BBIILICHHE HAIPSHKCHHUS B IICMHU [OCTOSIHHOTO TOKa cocrasisier 829,3 B, B 9T0 e Bpemst
ITMKOBOE NPEBBIILICHNE HATIPSDKEHHS B IIEIH ITOCTOSIHHOTO TOKA IPH YIIPaBICHUN Harpsi-
JKEHUEM B IIeTIH TOCTOSHHOTO TOKa ¢ TIOMOIIBIO PYYHOH HacTpoiiku cocramuseT 1 052 B.

Kniouesvle ci06a: TEHETUYECKUAN allTOPUTM, HCKYCCTBEHHBIN OTXKHT, TOUCK O MIA0I0HY,
TUOPHUIHBIN METOJ «TEHETHYECKUI alNrOPUTM U HMHTALIUS OTIKUTA»

Konghnuxm unmepecos. aBTopbl 3asIBISIOT 00 OTCYTCTBUU KOH(IMKTa HHTEPECOB.

Jlna yumuposanus: Bepma A., Tusapu I1., lllapma . JI. CodeTanne 3BONOIMOHHBIX aJl-
FOPUTMOB M METOJOB IPSAMOIO IOMCKA AJS YIYUIICHUS AUHAMUYECKUX XapPaKTEPUCTHK
COJIHEUHOW DHEPTeTUYECKON CUCTEMBI, TIOAKIIIOUEHHOM K CeTU. MHoicenepHble mexnonocuu
u cucmemsl. 2025;35(2):333-354. https://doi.org/10.15507/2658-4123.035.202502.333-354

Introduction. Oil, coal, natural gas, and nuclear power account for the considerable
majority of the world energy needs, but they all have serious environmental consequences.
One of the main causes of climate transformation is the greenhouse gas productions
from burning fossil fuels, which is one of the most important crises facing people in
this century [1]. Photovoltaic (PV) energy has gained a great deal of interest as a less
polluting and noiseless resource with the potential to be utilized in rural areas [2]. Power
electronics technology and digitization in the PV field have created it possible for PV ap-
plications to evolve quickly, especially Grid Connected Photovoltaic System (GCPS),
which have grown from a few kW to over 100 MW [1]. The interface with the grid is now
most crucial concerns for renewable energy penetration. Numerous control approaches
are available in the literature, for photovoltaic (PV) interface systems with grid. However,
it has difficulties with choosing the Proportional-Integral (PI) parameters correctly [3].
Trial and error method are employed to decide the PI controller parameters, which are
mostly centered on the designer’s expertise and experience. In most cases, this is not
the optimal method for constructing a controller, so meta-heuristic algorithms, such as
evolutionary or swarm intelligence techniques, are employed [4].

When we use hybridized optimization techniques in GCPS purpose to augment
performance and reliability by merging dissimilar optimization algorithms.

Literature Review. In context with this, the Z Source Inverter (ZSI), that is based
on the Seagull Optimization Algorithm (SOA), is exploited to increase active power by
offsetting the requirement for reactive power in the GCPS structure. The suggested ap-
proach can be evaluated through traditional methods such as Genetic Algorithm (GA),
Particle Swarm Optimization (PSO) and Grey Wolf Optimization, correspondingly
by [5]. In this paper, observer based robust double integral sliding mode controller for
GCPS is presented and the controller parameters are optimized via the water evaporation
optimization algorithm. The conclusions of this work are validated against those of GA
and PSO optimized controllers, therefore confirming the superiority of the suggested
controller over others by [6]. To proposes the decoupled active and reactive power with
the Salp swarm optimization (SSO) technique to govern the grid connected inverters and
the suggested SSO approaches is equated to established optimization methods such as
PI controller, GA and PSO by [7]. In this study, the total harmonic distortion is optimized
using a genetic algorithm for three-phase three, five, seven, and nine levels inverters with
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varying switching angles and modulation index values by [8]. A two-loop study for grid-
connected interleaved inverters with LCL filters is presented in this paper. The GA is used
to optimize both the controller and the LCL filters in a dual-loop control approach by [9]

The author in [7] proposes the decoupled active and reactive power with the SSO
technique to manage the grid connected inverters and the suggested SSO approaches
is compared to established optimization methods such as PI controller, GA and PSO,
However, detailed explanations of DC link voltage control and behavior of fitness
function analysis of optimization techniques with iterations is ignored. The author
in [8] the total harmonic distortion is optimized by a GA for three-phase three, five,
seven, and nine levels inverters with varying switching angles and modulation index
values, however, detailed explanations of fitness function analysis of GA algorithm
is ignored.

In this paper GA, Pattern- Search, Simulated Annealing and combination of GA-PS
and GA-SA algorithm is recommended to optimize the parameters of the PI controller
and regulation of DCL voltage of the GCPS. The conclusions show that working with
GA-SA and GA-PS offers optimal PI parameters that improve the dynamic perfor-
mance of the GCPS compared to another methods. All the analysis is done on based by
performance of DC link voltage, minimization of error in DCL voltage under normal
and dynamic irradiance and behavior of various optimization techniques with number
of iterations.

These key contributions are outlined in this paper summary:

1. The objective is to enhance the performance of the GCPS through the optimal
tuning of the PI-based Voltage Regulator (VR) and Current Regulator (CR), which are
determined by the GA-SA and GA-PS methods in both static and dynamic irradiance
scenarios for improving DC-link voltage.

2. The hybrid optimization technique integrates both the GA-SA and the GA-PS.
The suggested algorithm is verified and validated on a GCPS. Moreover, its outcomes
are compared with those of the other frequently used techniques such as GA, SA,
PS and PI without optimization centered on the uniform objective function to verify
its accuracy and validity.

3. Comparative analysis of minimization of error in DCL voltage under variation
of irradiance by using GA-SA and GA-PS methods.

4. Behavior of fitness function analysis of optimization techniques with iterations.

The residual divisions of this work are systematized as follows: The GCPS
model is represented in Segment I1I. The discussion of the objective function of the
optimization issue will be explored in Segment IV and brief description of hybrid
optimization technique as well as block diagram of PI tuning by GA-SA, GA-PS,
SA, PS, and GA. Section V comprises the several optimization techniques used in
the paper and comparison of different optimization algorithms-based PI controller’s
gains. The end result is examined in Segment VI, and, lastly, the conclusions are
withdrawn in Section VII.

System description. The system buildup of the GCPS is given in Figure 1. PV ar-
ray, boost converter with MPPT module, inverter control, local loads, and grid make
up the GCPS system.
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Fig. 1. GCPV system structure

Note: SPWM - sinusoidal pulse width modulation; PLL — phase locked loop; CB — circuit breaker.
Source: the diagram is compiled by the authors of the article from the materials [10].

The PV system, as explained in this study, primarily operates with a PV array in-
cluding 47 parallel-connected branches. Each branch is composed of 10 PV modules,
resulting in a peak power output of 100.2 kWp under solar radiation of 1 000 W/sqm.
The boost converter raises DC voltage from approximate 295 V to 600 V. For inverter,
3-armed converter structure is used. The inverter control section is exploited to regulate
the DC-link voltage and the required value of the inverter output. The MPPT is utilized
to obtain the peak power point of the PV panels. The control scheme employed to the
Inverter, as illustrated in Figure 1, primarily contains dual cascaded loops: an exterior
voltage control loop that modulates the DCL voltage and a fast internal current control
loop that controls the grid current. All control loops are primarily regulated by PI control-
lers, with their gains optimally determined through the application of GA-SA and GA-PS
to enhance the dynamic performance of the GCPS. The inverter controller comprises
of PLL, VR and CR shown in Figure 2. The assessment of voltage and currents takes
place at the point of common connection. As a result, the original frame signals undergo
a transformation into a synchronized orthogonal frame (d-g) that rotates at the angular
frequency of the grid. The symbol 6 signifies the rotating frame angle employed for
the purpose of transferring voltages and currents from the original frame signal to the
(d-q) frame, and vice versa. The V, V and I , I are voltages and currents in (d-q) frame
is expressed by egs. (1), (2): o

V. cosd cos(5-120°) cos(8+120°) || V,,
V,|=0.81| —sind —sin(5-120°) —sin(8+120°) || V,, |; (1
v, 0.5 0.5 0.5 %

gc

Electrical technologies and equpment 337



g;.‘;‘ NHXEHEPHBIE TEXHOJIOI'MU U CUCTEMBI Tom 35, Ne 2. 2025

I cosd cos(8-120°) cos(8+120°) || 1,
I,|=081]-sins  —sin(5-120°)  —sin(5+120°) || 7,, |, )
I, 0.5 0.5 0.5 I,

Ve Ve Ve and ]ga, Igb, Igc are the three-phase voltages and currents of the grid accordingly.

ga> " gh’
Vgabr
PLL
I gabe
v

4

Park 5 Park
transformation < P»{ transformation
(abe-dq) (abe-dq)
v v I I
¥ ¥ X y
_ Vo
VDC ]\.,,,,/* 0 v w V* x
> Volta, Curr Inverse park
ge urrent ] !
) regulator (PT) regulator (PT) transformation SPWM
’ (dg-abc)
Vor Ly~ 0 e \I,\l/\l,\l,\L\l/ Pulses
Inverter

Fig. 2. Inverter control structure

Source: the diagram is compiled by the authors of the article from the materials [11].

Objective function. Numerous objective functions or fitness functions centered
on error performance index are available, these criteria indices are Integral Squared
Error, Integral Absolute Error, Integral Time-Weighted Absolute Error (ITAE) and
Integral Time Square Error. In GCPS, assessment of optimal parameters of PI con-
trollers of inverter control structure is very crucial. In this paper the ITAE based on
error performance index is formulated as objective functions to be minimized for
the VR and CR, with the purpose of achieve the optimal PI controller parameters
(K, and K,) in the VR and CR [12]. The objective function of the system can be ar-
ticulated as follows:

min J (x) = " tle(r)| . 3)

T is the simulation time in seconds and the error signal is described as for voltage
regulator and current regulator given below.

Error signal for voltage regulator is defined as e (f) = Reference voltage-DC link
voltage. Error signal for current regulator is defined as e,(7) = Reference current-
measured current.

In the GCPS, the problem constraints consist of the optimized parameters of
PI controllers, with bounds defined as follows:

w
w
=<}
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L <K)* <u,;
I, <K™® <uy;
L <K™ <uy;
I, <K™ <u,,

where K:R and K ER are the proportional controllers gains of VR and CR respectively;

K iVR , Kl.CR are the integral controllers gains of VR and CR, respectively; /, and u,
are lower and upper bound respectively.

Hybrid optimization techniques. The performance of optimization techniques may
vary for a given problem. In numerous instances, the utilization of hybrid techniques,
using this difference, may yield superior results [13]. In this paper we use two hybrid
optimizations techniques called GA-SA and GA-PS. Evolutionary algorithms, such as
the genetic algorithm, are recognized as very resilient and potent global optimization
methodologies employed to address complex problems characterized by multiple lo-
cal optima. Nevertheless, these algorithms exhibit large computational demands and
demonstrate suboptimal convergence performance. Conversely, SA and PS, when
implemented as local search algorithms, can achieve convergence in a shorter amount
of time; however, they do not possess a global perspective. The integration of global and
local search algorithms presents the potential to harness the benefits of both optimization
strategies while mitigating their respective drawbacks [14]. In GA-SA or GA-PS the
result from GA is as the initial point for another optimization solver to execute a faster
and more proficient local search.

Block diagram of PI tuning by various optimization techniques. The block diagram
of the PI tuning by various optimization process is shown in below Figure 3. The
choice of the optimization method by GA-SA, GA-PS, SA, PS, GA to determine the
parameters (K and K).

Error (GA-SA, GA-PS,
SA, PS, GA)
Algorithms
K K
> i
Reference voltage ™ Output
_— PI Controller —» Plant —T—>

~1

Fig. 3. PItuning of various optimization techniques

Source: the diagram is compiled by the authors of the article from the materials [15].

Material and Methods. The optimization algorithm is a sequential procedure that
commences with an arbitrary initialization and gradually approaches an optimal outcome
through a series of iterations [12]. The primary objective of this study is to determine the
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optimal parameters for PI controllers gain for both VR and CR in an inverter controller
in GCPS by various optimization techniques illustrated given below.

Genetic Algorithm-Simulated Annealing (GA-SA). In this work, we have applied
the GA and SA in hybrid manner to attain the optimum parameters for the PI control-
lers gain of VR and CR. In the context of optimization algorithms, the GA-SA frame-
work is employed, where GA represents the global search component and SA denotes
the local search component. The GA has the benefits of robust global optimization
capability, quick speed, robust versatility, and simple implementation. Nevertheless,
anotable limitation of this approach is its suboptimal performance in local search, lead-
ing to reduced search efficiency, particularly during the later stages of the optimization
process. Conversely, the SA algorithm possesses proficient local search capabilities to
compensate for the deficiencies of the GA [16]. The algorithms primarily consist of
three key stages: initialization and population generation, iteration, termination and
evaluation. Each algorithms share the same population generation [17]. The flow chart
of GA-SA is shown in Figure 4.

Start
¢ —_—) Crossover
Parameters initialization i
& population generation
¢ Mutation
Objective function l
estimation
and selection Execute simulated
¢ annealing —‘
Yes Ending criterion
met?
End
No

Fig. 4. The flow chart of GA-SA

Source: the diagram is compiled by the authors of the article from the materials [17].

Genetic Algorithm-Pattern Search (GA-PS). In GA-PS algorithm combines
both GA and PS algorithm with the purpose of acquire the optimum parameters for the
PI controllers gain of VR and CR. The GA serves as the primary optimization tech-
nique by using its ability to do global searches. Subsequently, the Pattern Search (PS)
algorithm is utilized to refine the optimal solution obtained from GA throughout each
evolutionary iteration [18]. The use of GA may result in a prolonged convergence
process. In contrast, employing solely the PS algorithm would result in a solution that
is highly unstable and susceptible to variations in beginning conditions. Hence, the
integration of both algorithms yields outcomes that are more reliable and obtained
with greater efficiency [19]. The flow chart of GA-PS is shown in Figure 5.
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and select GA parameters > Mutation
v v
Generate initial
population Convergence
i No |— check
; Yes
Find fitness - .* s
for each chromosome Imtlat? PS
v algoritm
Select parents v
v Best result found
from GA-PS algorithm
Crossover
| v
End

Fig. 5. The flow chart of GA-PS

Source: the diagram is compiled by the authors of the article from the materials [18].

Pattern search optimization techniques. PS algorithm to attain the optimum pa-
rameters for the PI controllers gain of VR and CR. The PS optimization technique is
a derivative-free evolutionary approach as well as direct search method that is compatible
for addressing a diverse range of optimization problems that fall beyond the boundaries of
conventional optimization methods. In general, the PS optimization technique possesses
the advantage of exhibiting a straightforward conceptual framework, facilitating ease of
implementation and computational efficiency. In contrast to other heuristic algorithms,
such as the GA, the PS algorithm offers a versatile and well-balanced operator that serves
to improve and adjust both global and local search capabilities. The PS method operates
by iteratively calculating a series of points that may or may not converge towards the
ideal position [18]. The flow chart of PS is shown in Figure 6.

Start

Set mesh size, mesh acceleration
factor and maximum iterations

v

Initilization
v

Construct pattern vectors
and create mesh points

Decrease mesh size ———
v
Calculate fitness

function

| New mesh points
¢ < previous mesh

points

Termination
criterion
achived

No

Fig. 6. Flow chart for Pattern search

Increase mesh size ¢———
Yes

No

Yes

—

Stop

Source: the diagram is compiled by the authors of the article from the materials [20].
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Simulated Annealing. SA to attain the optimum parameters for the PI controllers
gain of VR and CR. Simulated Annealing (SA) is a metaheuristic algorithm that is
commonly used to search for the global optimum of a given function. This approach
is mostly employed when prioritizing the identification of a satisfactory local optimal
outcome over the attainment of an exact global optimal solution within a specified
timeframe [21]. The concept of SA is based on an analogy to the physical annealing
process. The flow chart of SA is shown in Figure 7.

—> Start

v

Randomuize states based
on the current temperature

v

Better than No ¢
the current
state
Change the state according No
¢ Yes to the transition probability P?

Change to new state

v

—» Take out the best state
No ; Yes
< Maximum number <
of 1terations
1s met
¢ Yes
Decrease temperature <
No Reach Yes
«— the temperature
boundary?

Fig. 7. Flow chart of Simulated annealing

Source: the diagram is compiled by the authors of the article from the materials [22].

Genetic Algorithm. GA algorithm to attain the optimum parameters for the
PI controllers gain of VR and CR. The GA is an optimization technique inspired
by genetic principles and natural selection. The GA enables a population of several
individuals to evolve under defined selection criteria to a state that optimizes “fitness”
(i.e., minimizes the cost function). The Genetic Algorithm commences, identical to any
other optimization technique, by establishing the optimization variables, the cost
function, and the associated costs [23]. The flow chart of GA is shown in Figure 8.
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Define fitness-function
and select GA parameters

v
Generate 1.n1t1a1 Crossover
population
v v
Find fitness Mutation
for each chromosome ¢
v
Select parents ——— No Convergence
check
¢ Yes
End

Fig. 8. Flow chart of genetic algorithm

Source: the diagram is compiled by the authors of the article from the materials [24].

Various optimization techniques-based PI controllers gains. In this subsection
the attained PI controllers gains of various optimization techniques and without
optimization are given which are listed in Table 1.

Table 1
The attained PI controllers gains of various optimization
techniques and without optimization
Voltage regulator Current regulator
Approach
» K, K, K,
PI (Hit and trial) 0.00001 320 10 20
SA 0.90 14.56 60.56 63.42
PS 1 54 23 368
GA 1.16 13.78 103 303
GA-PS 1.16 12.78 100 397
GA-SA 1.16 10.78 79.01 390

Various optimization approaches parameters. In this subsection various optimization
parameters like population size or search agents’ number, number of iterations, lower and
upper bound range of voltage and current regulator are given which are listed in Table 2.

Table 2
Various optimization approaches parameters
Parameters ‘ GA-SA ‘ GA-PS ‘ GA ‘ PS SA
Population size 25 25 25 Not applicable Not applicable
Iterations 50 50 50 50 50
Range of PI gain [0 400] [0 400] [0 400] [0 400] [0 400]
voltage regulator
Range of PI gain [0 400] [0 400] [0 400] [0 400] [0 400]
current regulator
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Results. This segment aims to demonstrate the dynamic performance of GCPV
system using without optimization, and algorithms such as GA-SA, GA-PS, GA, PS, and
SA. Additionally, it includes a comparative analysis of DC link voltage with and without
optimization, the minimization of error in DC link voltage, and an analysis of optimization
techniques centered on the number of iterations. The solar intensity is changed at /=0.1s
from 1 000 W/sqm to 400 W/sqm to calculate the optimal setting of the PI controller gains.

PI tuning. This section is employed to illustrating the dynamic performance of the
GCPV system when the PI parameters are achieved from the hit and trial method.

DCL voltage without PI optimization. Figure 9 shows that the DCL voltage from
conventional PI controller, as can be seen maximum overshoot recorded is 1 052 V and
settling time is 0.07 s.

T I I I

Maximum overshoot in voltage =1052 V DC link voltage without optimization

1000

800

600

400

DC link voltage, V

200

0 0.02 0.04 0.06 0.08 0.10
Time, s
Fig. 9. DCL voltage without PI optimization

Source: hereinafter in this article the figures are made by the authors of the article with the use of the
program Matlab Simulation.

Minimization of error in DCL voltage without optimization. Att=0.1 s, the irradi-
ance undergoes a dynamic change, transitioning from a 1 000 W/sqm to 400 W/sqm.
As illustrated from below Figure 10 the errors reach around at t = 0.1 s is 50.57 V and
settled after some time, this condition is not healthy for GCPV system. Figure 10 shows
that the minimization of error in DCL without optimization.

€00 Error in voltage without optimization
Error in voltage under

variation of irradiance
400

200

~
5057V

Error in voltage, V

—200

—400

0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 10. Error in DCL voltage without PI optimization
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PI controller’s optimization by GA-SA. The optimally measured values are 1.16
and 10.78 forK and K, of the PI based VR, respectively as well as 79.01 and 390 forK
and K, of the Pl based CR respectively.

DC link voltage with GA-SA optimization. Figure 11 shows that the DCL voltage
optid with GA-SA, as can be seen maximum overshoot in voltage recorded as 8§29.3 V
and settling time is 0.037 s.

I I
Maximum overshoot in voltage = 829.3 V DC link voltage optimized with GA-SA

800

600

400

DC link voltage, V

200

0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 11. DCL voltage optimized with GA-SA

Minimization of error in DCL voltage with GA-SA optimization. Solar insolation is
varied as of 1 000 W/sqm to 400 W/sqm at ¢ = 0.1 s. As illustrated from Figure 12 the
errors reach around at = 0.1 s is 0.6090 V very close to zero.

I
, 600 Voltage error in GA-SA _
> 400 Error in voltage under B
N variation of irradiance
E 400 W/sqm
S 200 -
8
g
s 0 <
0.6090
—200 =
l |
0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 12. Error in DCL voltage optimized with GA-SA

PI controller s optimization by GA-PS. The optimally measured values are 1.16 and
1278 for K and K, of the PI based VR, respectively as well as 100 and 397.7 for K and K,
of the PI based CR respectively.

DC link voltage with GA-PS optimization. Figure 13 shows that the DCL voltage
optimized with GA-PS, as can be seen maximum overshoot in voltage recorded as 830 V
and settling time is 0.0371 s.
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I I I
Maximum overshoot in volgtage = 830 V DC link voltage optimized with GA-PS
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DC link voltage, V
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Time, s

Fig. 13. DCL voltage optimized with GA-PS

Minimization of error in DCL voltage with GA-PS optimization. Solar insolation is
varied as of 1 000 W/sqm to 400 W/sqm at = 0.1 s. As illustrated from Figure 14 the
errors reach around at = 0.1 s is 0.6078 V very close to zero.

600 Voltage error in GA-PS |

Error in voltage under
variation of irradiance
400 W/sqm

Error in voltage, V
[} F
[=J (=1
(=] (=]

=

Y
0.6078

-200

0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 14. Error in DCL voltage optimized with GA-PS

PI controllers optimization by simulated annealing technique. The optimally mea-
sured values are 0.90 and 14.56 for K and K, of the PI based VR, respectively as well
as 60.56 and 63.42 for K and K, of the PI based CR, respectively.

DC link voltage with simulated annealing optimization. Figure 15 shows that the
DCL voltage optimized with simulated annealing, as can be seen maximum overshoot
in voltage recorded as 869.5 V and settling time is 0.039 s.

Minimization of error in DCL voltage with simulated annealing optimization. Solar
insolation is varied as of 1 000 W/sqm to 400 W/sqm at ¢ = 0.1 s. As illustrated from
Figure 16 the errors reach around at = 0.1 s is 3.866 V.

PI controller s optimization by pattern search technique. The optimally measured
values are 1 and 54 for Kp and K, of the PI based VR, respectively as well as 23 and
368 for K and K, of the PI based CR, respectively.

DC link voltage with pattern search optimization. Figure 17 shows that the DCL
voltage optimized with pattern search, as can be seen maximum overshoot in voltage
recorded as 844.5 V and settling time is 0.063 s.
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Maximum overshoot in ‘voltage =869.5V 'DC link voltage optimi‘zed with Simulated Anﬁealing
800 n
>
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3
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Time, s
Fig. 15. DCL voltage optimized with SA
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Fig. 16. Error in DCL voltage optimized with SA
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Maximum overshoot in voltage = 844.5 V DC link voltage optimized with PS
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Fig. 17. DCL voltage optimized with PS

Minimization of error in DCL voltage with pattern search optimization. Solar
insolation is varied as of 1 000 W/sqm to 400 W/sqm at ¢ = 0.1 s. As illustrated from
Figure 18 the errors reach around at 1 = 0.1 s is 1.643 V.
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T
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Fig. 18 Error in DCL voltage optimized with PS

PI controllers optimization by genetic algorithm technique. The optimally measured
values are 1.16 and 13.78 forK and K, of the PI based VR, respectively as well as 103
and 303 for K, and K of the PI based CR respectively.

DC link voltage with genetic algorithm optimization. Fi igure 19 shows that the DCL
voltage optimized with genetic algorithm, as can be seen maximum overshoot in voltage
recorded as 830 V and settling time is 0.03 s.

Maximum overshoot in voltage = 830 V DC link voltage optimized with GA

400

DC link voltage, V

(3%
(=3
(=]

| | 1 | |
0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 19. DCL voltage optimized with GA

Minimization of error in DCL voltage with genetic algorithm optimization.

Solar insolation is varied as of 1 000 W/sqm to 400 W/sqm at = 0.1 s. As illustrated
from Figure 20 the errors reach around at = 0.1 s is 0.6152 V.

Comparative analysis of DC link voltage based on optimization. A comparison of
the GA-SA and GA-PS method with other renowned PI tuning methods examined in
this paper was made for GCPV system on the basis of DC link voltage peak, rise time,
peak time and settling time and the achieved results are illustrated in Table 3.

348 Dnexmpomexnonoeuu u 31eKmpoo6opyoosatie



Vol. 35, no. 2. 2025 ENGINEERING TECHNOLOGIES AND SYSTEMS g;l?}

700 —
Voltage error in GA
600 e
500 . g
Error in voltage under
400 variation of irradiance =
> 400 W/sqm
% 300 -
S 200 -
g 100 B
g o .
~100 0.6152 |
-200 -
—300[ I I I [ I 7]
0 0.02 0.04 0.06 0.08 0.10
Time, s
Fig. 20. Error in DCL voltage optimized with GA
Table 3
Comparative analysis of DC link voltage based on optimization
. DC link voltage | Maximum overshoot in DC | Peak time S Rise time
PI tuning peak, V link voltage, % l,s Settling time £, s t,s
PI 1052 75.33 0.0110 0.080 0.0048
SA 869.5 44.90 0.0083 0.039 0.0050
PS 844.5 40.75 0.0086 0.060 0.0055
GA 830 38.33 0.0086 0.036 0.0057
GA-PS 830 38.33 0.0085 0.036 0.0057
GA-SA 829.3 38.21 0.0088 0.036 0.0057

It was concluded that the GA-SA, GA-PS and GA offers a enhanced solution for
the PI gains optimal selection than other renowned algorithms in terms of transient
response indicators, but GA-SA and GA-PS they have minimum fitness function
value of convergence performance that’s why GA-SA and GA-PS used in this paper.
Convergence process of particular optimization explained in section 6.9. For example,
the GA-SA, GA-PS and GA algorithm based on PI tuning provided 49%, 14.63%
and 6.74% less overshoot than that of PI without optimization, SA and PS respectively.
It can be also seen that the settling time, rise time and peak time of the GA-SA and
GA-PS optimization methods is less than that of PI without optimization, SA and PS
methods. Figure 21 shows the comparative analysis of DCL voltage with and without
optimization.

Comparative analysis of minimization of error in DCL voltage under variation of
irradiance. As illustrated from Figure 22 the errors reach around under variation of
solar insolation from 1 000 W/sqm to 400 W/sqm at ¢t = 0.1 s, for GA-SA optimiza-
tion techniques the error in DCL voltage at variation of irradiance is 0.6090 V and
for GA-PS is 0.6078 V as well when optimized by GA, SA and PS the error in vol-
tage under variation of irradiance is 0.6152, 3.8660 and 1.6430 respectively. Clearly
shows that when technique is hybridized the error in voltage is less under variation
of irradiance.
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Fig. 21. Comparative analysié of DCL voltage with and without optimization

——Voltage error in GA-PS
600 3 —Voltage error in GA-PS 7
~Voltage error in GA
—Voltage error Y\/ilhout optimization Error in voltage under
400 —Voltage error in PS o ke |
Voltage error in SA variation of irradiance
> 400 W/sqm
N
o \
g 200 " |
.
% 0 SS—— Nz
o
=
m
200 =
400 =
1 1 | 1 1
0 0.02 0.04 0.06 0.08 0.10

Time, s

Fig. 22. Comparative analysis of error in DCL voltage with and without optimization

Behavior of various optimization techniques with number of iterations. Figure shows
the convergence behavior of the suggested GA-SA and GA-PS in solving the minimiza-
tion of error in voltage and current regulator for obtaining optimal PI parameters. It can
be observed that the ITAE exhibited a decrease as the number of iterations increased.
In addition, the ITAE serves as the fitness function, therefore minimizing ITAE leads
to progress towards the optimal vicinity.

When evaluating a convergence curve in the optimization process, it is crucial to
consider two key parameters: the convergence rate and the ultimate minimized or maxi-
mized value of the objective function. The first parameter determines the rate at which the
convergence curve progresses, whereas the secondary parameter offers explicit insights
on the value of the solution obtained through the optimization procedure. It is fairly
clear in above figure that the GA-SA and GA-PS optimization techniques gets a suit-
able solution in minimizing the stated objective function with higher solution quality.
The minimized value for the objective function for the GA-SA process is 0.267879857
and is obtained in the 32" iteration of the simulation as well as the minimized value for

350 Dnexmpomexnonoeuu u 31eKmpoo6opyoosatie



Vol. 35, no. 2. 2025 ENGINEERING TECHNOLOGIES AND SYSTEMS g;l?}

the fitness function for the GA-PS process is 0.259750701 and is obtained in the 48"
iteration of the simulation.

It is obvious from above figure that the GA-SA and GA-PS based PI tuning
method provided a better solution as compared to the GA, SA and PS based methods
for the identical system and optimization parameters. Each algorithm was run 5 times
to optimize the identical fitness function. The study aimed to minimise the defined
objective function, and hence the lowest value achieved by each method was selected
and depicted in the above figure. Increasing the number of iterations could potentially
result in a further decrease in the value of the objective function. However, it is crucial
to examine the trade-off between the reduction in the objective function and the time
required for the optimisation process. Figure 23 shows the convergence curve of vari-

ous optimization techniques as well as Figure 24 shows the objective function value of
various optimization techniques.
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Fig. 23. Comparative analysis of convergence curve of various optimization techniques

0.6
g 05
3 0.408637573
> 4 .
8 0.267879857 0.274914066
B 0.259750701
s 03
E
£ 02
3
& 01
@)
0

GA-SA GA-PS GA PS SA
Optimization techniques

Fig. 24. Objective function value of various optimization techniques

Discussion and Conclusion. In this work, the DC link voltage regulation of the PV
system is proposed. The regulation is achieved by optimizing the parameters of the
PI controller. In this work, a new algorithm known as GA-SA and GA-PS is bring to-
gether to valuate these parameters optimally. Optimization strategies yielded superior
outcomes compared to manual calculations. In order to demonstrate the effectiveness
of the adopted algorithm, its outcomes are evaluated to those of the formerly utilized
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algorithms such as SA, PS and GA at the same objective function. As the aim of the
study minimized value for the fitness function for the GA-SA process is 0.267879857
and is obtained in the 32" iteration of the simulation as well as the minimized value for
the fitness function for the GA-PS process is 0.259750701 and is obtained in the 48™
iteration of the simulation. GA-SA and GA-PS proofs it’s superior rather than GA, SA,
PS based on minimization of fitness function. Characteristics of GA-SA, GA-PS and GA
in settling time is same. With the help of hybrid optimization techniques optimizing
power grid operations and energy distribution.

REFERENCES

1. Aouchiche N. Meta-Heuristic Optimization Algorithms Based Direct Current and DC Link Voltage
Controllers for Three-Phase Grid Connected Photovoltaic Inverter. Solar Energy. 2020;207:683—692.
https://doi.org/10.1016/j.solener.2020.06.086

2. Zakzouk N.E., Abdelsalam A K., Helal A.A., Williams B.W. PV Single-Phase Grid-Connected Con-
verter: DC-Link Voltage Sensorless Prospective. IEEE Journal of Emerging and Selected Topics in
Power Electronics. 2017;5(1):526-546. https://doi.org/10.1109/JESTPE.2016.2637000

3. Attia M.A. Optimized Controllers for Enhancing Dynamic Performance of PV Interface Sys-
tem. Journal of Electrical Systems and Information Technology. 2018;5(1):1-10. https://
doi.org/10.1016/J.JESIT.2018.01.003

4. Elazab O.S., Debouza M., Hasanien H.M., Muyeen S.M., Al-Durra A. Salp Swarm Algorithm-Based
Optimal Control Scheme for LVRT Capability Improvement of Grid-Connected Photovoltaic Power
Plants: Design and Experimental Validation. /ET Renewable Power Generation. 2020;14(4):591-599.
https://doi.org/10.1049/IET-RPG.2019.0726

5. Kumar C.S., Puttamadappa C., Chandrashekar Y.L. Power Quality Enhancement in Grid-Connected
PV Structure Using Z Source Inverter and Seagull Optimization Algorithm. AIP Conference Pro-
ceedings. 2022;2640(1): 020013. https://doi.org/10.1063/5.0110515

6. Pradhan R. Design of Observer-Based Robust Double Integral Sliding Mode Controller for Grid-
Connected PV System. Lecture Notes in Electrical Engineering. 2023;1039:429—449. https://
doi.org/10.1007/978-981-99-2066-2 20

7.  Vanaja N., Kumar N.S. Power Quality Enhancement Using Evolutionary Algorithms in Grid-Inte-
grated PV Inverter. Journal of Electrical Engineering and Technology. 2023;18:3615-3633. https://
doi.org/10.1007/S42835-023-01443-W

8. Bouali Y., Imarazene K., Berkouk E.M. Total Harmonic Distortion Optimization of Multilevel In-
verters Using Genetic Algorithm: Experimental Test on NPC Topology with Self-Balancing of Ca-
pacitors Voltage Using Multilevel DC-DC Converter. Arabian Journal for Science and Engineering.
2023;(5). Available at: https://www.springerprofessional.de/en/total-harmonic-distortion-optimiza-
tion-of-multilevel-inverters-u/23507302 (accessed 29.10.2024).

9. Mateen A., Sarwar M., Hussain B., Abid M. Optimized Dual Loop Control Strategy for Grid-Con-
nected Interleaved Inverters. 2022 19" International Bhurban Conference on Applied Sciences and
Technology (IBCAST). 2022. https://doi.org/10.1109/IBCAST54850.2022.9990109

10. Roslan M.F., Al-Shetwi A.Q., Hannan M.A., Ker P.J., Zuhdi A.W.M. Particle Swarm Optimi-
zation Algorithm-Based PI Inverter Controller for a Grid-Connected PV System. PLOS One.
2020;16(10):¢0243581. https://doi.org/10.1371/JOURNAL.PONE.0243581

11. Essaghir S., Benchagra M., El Barbri N. Comparative Study of Three Phase Grid Connected Photo-
voltaic System Using PI, PR and Fuzzy Logic PI Controller with Harmonic Analysis. Lecture Notes
in Electrical Engineering. 2020;624. https://doi.org/10.1007/978-3-030-36475-5 5

12. Allam D., Mohamed H., Al-Gabalawy M., Eteiba M.B. Optimization of Voltage Source Inver-
ter’s Controllers Using Salp Swarm Algorithm in Grid Connected Photovoltaic System. 2019 21*

w
n
(5]

Dnexmpomexnonoeuu u 31eKmpoo6opyoosatie


https://doi.org/10.1016/j.solener.2020.06.086
https://doi.org/10.1109/JESTPE.2016.2637000
https://doi.org/10.1016/J.JESIT.2018.01.003
https://doi.org/10.1016/J.JESIT.2018.01.003
https://doi.org/10.1049/IET-RPG.2019.0726
https://doi.org/10.1063/5.0110515
https://doi.org/10.1007/978-981-99-2066-2_20
https://doi.org/10.1007/978-981-99-2066-2_20
https://doi.org/10.1007/S42835-023-01443-W
https://doi.org/10.1007/S42835-023-01443-W
https://www.springerprofessional.de/en/total-harmonic-distortion-optimization-of-multilevel-inverters-u/23507302
https://www.springerprofessional.de/en/total-harmonic-distortion-optimization-of-multilevel-inverters-u/23507302
https://doi.org/10.1109/IBCAST54850.2022.9990109
https://doi.org/10.1371/JOURNAL.PONE.0243581
https://doi.org/10.1007/978-3-030-36475-5_5

Vol. 35, no. 2. 2025 ENGINEERING TECHNOLOGIES AND SYSTEMS %EE

International Middle East Power Systems Conference (MEPCON). 2019. https://doi.org/10.1109/
MEPCON47431.2019.9008199

13. Uslu M.E,, Uslu S., Bulut F. An Adaptive Hybrid Approach: Combining Genetic Algorithm and ant
Colony Optimization for Integrated Process Planning and Scheduling. Applied Computing and Infor-
matics. 2022;18(1-2):101-112. https://doi.org/10.1016/J.ACI1.2018.12.002

14. Kelner V., Capitanescu F., Léonard O., Wehenkel L. A Hybrid Optimization Technique Coupling an
Evolutionary and a Local Search Algorithm. Journal of Computational and Applied Mathematics.
2008;215(2):448-456. https://doi.org/10.1016/J.CAM.2006.03.048

15. Mousakazemi S.M.H. Comparison of the Error-Integral Performance Indexes in a GA-Tuned PID
Controlling System of a PWR-Type Nuclear Reactor Point-Kinetics Model. Progress in Nuclear
Energy. 2021;132:103604. https://doi.org/10.1016/J.PNUCENE.2020.103604

16. Wei H., Li S., Jiang H., Hu J., Hu J. Hybrid Genetic Simulated Annealing Algorithm for Improved
Flow Shop Scheduling with Makespan Criterion. Applied Sciences. 2018;8(12):2621. https://
doi.org/10.3390/APP8122621

17. Shahidul Islam M., Rafiqul Islam M. A Hybrid Framework Based on Genetic Algorithm and Simu-
lated Annealing for RNA Structure Prediction with Pseudoknots. Journal of King Saud Univer-
sity — Computer and Information Sciences. 2022;34(3):912-922. https://doi.org/10.1016/J.JKSU-
CI.2020.03.005

18. Al-Othman A.K., Ahmed N.A., Alsharidah M.E., Almekhaizim H.A. A Hybrid Real Coded Genetic
Algorithm — Pattern Search Approach for Selective Harmonic Elimination of PWM AC/AC Volt-
age Controller. International Journal of Electrical Power & Energy Systems. 2013;44(1):123-133.
https://doi.org/10.1016/J.1JEPES.2012.07.034

19. Zhang Y.D., Wu L.N., Huo Y.K., Wang S.H. A Novel Global Optimization Method — Genetic Pat-
tern Search. Applied Mechanics and Materials. 2011;44-47:3240-3244. https://doi.org/10.4028/
WWW.SCIENTIFIC.NET/AMM.44-47.3240

20. Ali W, LiY., Ahmed N., Ali W., Kashif M. A Novel Application of Pattern Search Algorithm for Ef-
ficient Estimation of Channel State Information in MIMO Network. Wireless Personal Communica-
tion. 2021;116:325-340. https://doi.org/10.1007/s11277-020-07717-0

21. Pandey H.M., Rajput M., Mishra V. Performance Comparison of Pattern Search, Simulated An-
nealing, Genetic Algorithm and Jaya Algorithm. Advances Intelligent Systems and Computing.
2017;542:377-384. https://doi.org/10.1007/978-981-10-3223-3 36

22. Chen S.-M., Chien C.-Y. Solving the Traveling Salesman Problem Based on the Genetic Simulated
Annealing ant Colony System with Particle Swarm Optimization Techniques. Expert Systems with
Applications. 2011;38(12):14439-14450. https://doi.org/10.1016/J.ESWA.2011.04.163

23. Tammam M.A., Aboelela M.A.S., Moustafa M.A., Seif A.E.A. A Multi-Objective Genetic Algo-
rithm Based PID Controller for Load Frequency Control of Power Systems. International Jour-
nal of Emerging Technology and Advanced Engineering. 2013;3(12):463-467. Available at: https://
clck.ru/3AM7ELT (acessed 29.10.2024).

24. Lambora A., Gupta K., Chopra K. Genetic Algorithm-A Literature Review. 2019 International Con-
ference on Machine Learning, Big Data, Cloud and Parallel Computing (COMITCon). 2019. https://
doi.org/10.1109/COMITCON.2019.8862255

About the authors:

Amit Verma, Research Scholar, Department of Electrical Engineering, Madan Mohan Ma-
laviya University of Technology (Deoria Road, Gorakhpur 273016, India), ORCID: https:/
orcid.org/0000-0002-1591-1523, verma.amit546@gmail.com

Prabhakar Tiwari, PhD., Professor, Department of Electrical Engineering, Madan Mohan Malaviya
University of Technology (Deoria Road, Gorakhpur 273016, India), ORCID: https://orcid.org/0000-0003-
3923-9126, tiwarip6@gmail.com

Desh D. Sharma, PhD., Associate Professor, Department of Electrical Engineering, Mahatma Jyo-

tiba Phule Rohilkhand University (Pilibhit Bypass Road, Bareilly 243006, India), ORCID: https://
orcid.org/0000-0003-4512-4878, deshdeepak101@gmail.com

Electrical technologies and equpment 353


https://doi.org/10.1109/MEPCON47431.2019.9008199
https://doi.org/10.1109/MEPCON47431.2019.9008199
https://doi.org/10.1016/J.ACI.2018.12.002
https://doi.org/10.1016/J.CAM.2006.03.048
https://doi.org/10.1016/J.PNUCENE.2020.103604
https://doi.org/10.3390/APP8122621
https://doi.org/10.3390/APP8122621
https://doi.org/10.1016/J.JKSUCI.2020.03.005
https://doi.org/10.1016/J.JKSUCI.2020.03.005
https://doi.org/10.1016/J.IJEPES.2012.07.034
https://doi.org/10.4028/WWW.SCIENTIFIC.NET/AMM.44-47.3240
https://doi.org/10.4028/WWW.SCIENTIFIC.NET/AMM.44-47.3240
https://doi.org/10.1007/s11277-020-07717-0
https://doi.org/10.1007/978-981-10-3223-3_36
https://doi.org/10.1016/J.ESWA.2011.04.163
https://clck.ru/3M7EtT
https://clck.ru/3M7EtT
https://doi.org/10.1109/COMITCON.2019.8862255
https://doi.org/10.1109/COMITCON.2019.8862255
https://orcid.org/0000-0002-1591-1523
https://orcid.org/0000-0002-1591-1523
https://orcid.org/0000-0003-3923-9126
https://orcid.org/0000-0003-3923-9126
https://orcid.org/0000-0003-4512-4878
https://orcid.org/0000-0003-4512-4878

&El?)\ NHXEHEPHBIE TEXHOJIOI'MU U CUCTEMBI Tom 35, Ne 2. 2025

Contribution of the authors:

A. Verma — developing the study methodology, creating the models, preparing the manuscript: critical
analysis of the manuscript and of comments and corrections made by the members of the research group
during the pre-publication and post-publication stages.

P. Tiwari — developing the study methodology, creating the models, carrying out the study, including per-
forming experiments or collecting evidence; preparing the manuscript: visualizing the study the findings
and data obtained.

D. D. Sharma — formulating the study idea, aims and objectives, carrying out the study including perform-
ing experiments and collecting evidence.

All authors have read and approved the final manuscript.

Submitted 19.09.2024,; revised 07.11.2024, accepted 15.11.2024

06 asmopax:

Bepma AMHT, HaydHBIH COTPYTHHK (aKyiabTeTa MICKTPOTEXHHKH TEeXHOJIOTMYECKOTO YHHBEpPCHTE-
Ta uMeHn Manana Moxana Manasus (273016, Unnns, Topaxxmyp, Hdeopus-poyn), ORCID: https://
orcid.org/0000-0002-1591-1523, verma.amit546@gmail.com

Tusapu IIpadxakap, nokTOp Hayk, npodeccop Kadeapsl EKTPOTEXHHKH TeXHOJIOTMYeCKOro YHH-
Bepcuteta Magan Moxan Manasus (273016, Unnus, Topaxxmyp, Heopus-poyn), ORCID: https:/
orcid.org/0000-0003-3923-9126, tiwarip6@gmail.com

Mlapma Jpm J{unak, JOKTOp HAayK, TOLEHT Kadeaphl SICKTPOTEXHUKN TEeXHOIOTMYECKOTO YHIUBEPCUTE-
ta Maxarmsl Jxotu6s! Ixyne Poxunkxann (243006, Unaus, bapeitnn, O6be3anas gopora [nmmnbxur),
ORCID: https://orcid.org/0000-0003-4512-4878, deshdeepak101@gmail.com

Brrao asmopos:

A. Bepma — pa3paboTKa M IPOSKTHPOBAHNE METOIOJIOTHU UCCIIEIOBAHMS; CO3IaHNE MOJIEICH; co3IaHme
U TIOJIFOTOBKA PYKOIMCH: KPUTHYCCKU#T aHATIN3 YSPHOBHKA PYKOIHCH, BHECEHUE 3aMEUaHHIi 1 HCTIpaBIe-
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